DSN-1000/ 2000/ 3000 series Firmware Release Note
Firmware: 2.8. 0.48

Hardware: DSN-1100-10 A1, DSN-2100-10 A1, DSN-3200/ 3400-10 A3
Date: January, 24, 2011 
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	Any system that is running v1.5.1 firmware or earlier must first be

upgraded to version v1.6.1, and then upgraded to this new version. 
The v2.8.0  software release requires that the Java Runtime Environment 6 (JRE 6) Release 1.6.0.0, or later  (http://java.com) is installed on the system that will serve as the management host.  The Java Runtime Environment software must be installed prior to the first connection to the xStack Storage Management Center.
Note: The upgrade from firmware V1.6.1 to this new version requires

the installation of a new and improved system kernel. It is

recommended that you copy your system configuration 
(LAGs, LUNs, targets, etc.) down on paper manually and have it available when the upgrade is complete. Please review your final configuration to make sure they match your previous settings. Make changes if necessary.


Enhancement:
1. Automatic “Down Drive” when a SMART Threshold is Exceeded 

When any SMART Threshold on a SATA drive is exceeded, the system will automatically “down” that drive, and all volumes on that drive will be moved to other available drives.  An e-mail notification message and/or an SNMP trap will be generated to report this action.  This will help to proactively eliminate drive failures before they occur. 

2. Increased the Maximum Allowable Host Transfer Size 

The maximum host transfer size was increased  from  5MB  to  10MB  to support  certain VMware environments. 

3. Improved E-mail and SNMP Notifications 

All E-mail Notification messages and SNMP Traps now include a more detailed description of the specific failure condition (such as “Drive 0 Failed”), instead of simply instructing you to view the Event Log for a description of the failure. 

4. Event Log Entry for “Initialize Drive” 

An Event Log entry is now added whenever a drive is initialized.

5. Performance Improvements 

The read-ahead caching algorithm was enhanced to use three buffers instead of two, which improves the performance when running with a single read-ahead thread.

Problems Resolved:
The following issues have been fixed in this release: 

1. Java GUI: 

-  The member number of a parity volume always displayed as “0” in the Physical Storage 

Extents tab 

-  Attempting to delete a volume with an active iSCSI session did not pop-up an error dialog 

-  The hostname in the Network Settings view was not updated after changing the hostname 

-  The volume size was displayed to 8 decimal places when reconfiguring a Stripe volume to 

a Parity volume 

-  A Network Portal did not appear in summary after replacing the network port with a 

VLAN-enabled port 

-  Insufficient error checking when using the Volume Creation wizard to select certain 

volume types (such as “Email Server”) when fewer than four drives exist in the system 

-  Hard drives that were almost full were not available for selection in the Volume Reconfigure Wizard, which prevented some volumes from being reconfigured 

-  The System Administration view showed “Serial Number: Chassis 001-001” for some 

enclosure types that did not have a pre-programmed serial number 

-  Attempting to re-configure a Volume to the same RAID type but using different disks had 

no effect 

-  Not all events were extracted when the Event Log was saved 

-  There was no validation of an attempt to upload a software image for a different hardware 

platform 
2. Reliability improvements for out-of-order TCP packet processing, especially when the TCP window from the initiator host would shrink unexpectedly 

3. The hostname contained in the body of an e-mail notification message did not correspond with the hostname that was specified through the GUI or the Admin menu of the Serial Console. 

4. Numerous oscillating fan speeds for some enclosures caused the Event Log to fill-up with Fan Speed Change entries 

5. The Event Log included several “RBOD Communication Error” events for some enclosures 

6. The Event Log included unexpected “Fan Fault” errors for some enclosures 

7. Saving the Event History caused a system failure when the Event Log contained exclusively “Engineering Info” entries 

8. Setting the TCP “Time-to-Live” (TTL) parameter in the System AdministrationAdvanced 

9. Settings tab caused the system to unexpectedly restart 

10. The diagnostic capture was invalid when only a single 1GB memory DIMM was present 

11. Unable to set the Hostname through the Admin menu if it started with a numeric character 

12. Unable to boot via iSCSI when using a Broadcom 5709 host bus adapter 

13. Various software instabilities resulted in a “bug-check” condition and caused the system to 

restart, which caused temporary loss of access to volumes.
Known issues:

1. VDS Hardware Provider 

Support for the 32-bit version of Microsoft Virtual Disk Service (“VDS”) is available for Windows 2003 Server only, which allows you to use any VDS-based applications (such as Microsoft’s DiskRaid utility or Storage Manager for SANs) to configure and manage any xStack Storage product. 

Microsoft’s VDS subsystem does not support the creation of Network Portals.  Therefore the iSCSI network configuration must be performed using the Startup Wizard or the Management Center GUI. For more detailed information, refer to the Virtual Disk Services Guide and the related Microsoft documentation for DiskRaid and Storage Manager for SANs. 

2. iSCSI Initiator Support for Windows 2000 

We no longer provide iSCSI initiator support for Windows 2000, since Microsoft no longer provides support for that version. However, it is still possible to run the Management Console GUI from a Windows 2000 client. 

3. Reverting to Earlier Versions 

If you must return your system to an earlier version of software, you can click on the “Use Alternate Version” button, and the system will restart using the earlier version. However, be sure that all background tasks (such as parity volume initialization, volume reconfiguration or volume scan) have completed before clicking on the “Use Alternate Version” button. If the  system does not restart automatically, you may need to restart the system manually.  
4. Reconfiguring the Volume Chunk Size through the CLI 

The ability to change the chunk size of a volume when using the CLI “reconfigure” command in the volume context is not supported in this version.
5. Micro-Rebuild Feature is Disabled for SATA Drives 

The Micro-Rebuild feature is disabled for SATA drives in this release due to instabilities that exist with that feature.  This feature may be re-activated in some future firmware release. 

==================================================================
Firmware: 2.7. 3.1

Hardware: A3

Date: April, 9, 2010 
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	Any system that is running v1.5.1 firmware or earlier must first be

upgraded to version v1.6.1, and then upgraded to this new version. 
Note: The upgrade from firmware V1.6.1 to this new version requires

the installation of a new and improved system kernel. It is

recommended that you copy your system configuration 
(LAGs, LUNs, targets, etc.) down on paper manually and have it available when the upgrade is complete. Please review your final configuration to make sure they match your previous settings. Make changes if necessary.



Enhancements:
Management Center (Java GUI) Changes

1. Faster and Smoother Display

The Java GUI has been improved to display information more quickly. It also eliminates any

flickering and other display anomalies that existed in previous versions.

2. Reorganized System Administration View

The System Administration View now displays individual tabs for all of the dialogs, rather

than using multiple “leaves” for the General Settings, System Policies, User Accounts and

Advanced Settings dialogs. In addition, the “Schedule” tab has been renamed to “Tasks”,

and the Settings tab has been renamed to “Control”.

3. Ability to Select Drives when Reconfiguring a Volume

A new dialog appears in the “Reconfigure Volume Wizard” that allows you to select

specific drives when reconfiguring a volume. This feature can also be used to make a

volume wider when new drives are added, while maintaining the same volume composition.

4. Display of System Cache Mode on the Summary Dialog

The current system cache mode of either “Write Thru” or “Write Back” now appears on

the System Summary dialog. The “Write Back” mode provides the highest system

throughput by utilizing the cache memory in the controller, and it is only available when a

fully charged battery is present.
5. Configurable Read-Ahead Cache Size

A new selection in the Volume View->Advanced Settings dialog allows you to set the

readahead cache size for optimizing performance with a large number of concurrent data

streams.

6. Optimize for Multi-Track Audio

A new selection in the Volume View->Advanced Settings dialog allows you to optimize

the read-ahead caching algorithm for multi-track audio playback on a volume-by-volume

basis.
7. Simplified Battery Policies

Reduced the number of selections on the System Administration->System Policy dialog

for the Battery Policy to include only “Ignore Battery Status” and “Stop Buffering I/O”.

8. Ability to Enable or Disable the iSCSI Network Ports

A new selection in the Network Settings->Details dialog allows you to enable or disable

each of the iSCSI network ports (support for standalone systems only)

9. Display of NAND Flash Memory Size

The size of the NAND Flash memory module now appears in the System Administration->

Controller dialog. That information is also included in the system startup information that

appears on the RS-232 Serial Diagnostic port output.

10. Synchronize Date and Time

A new button in the System Administration->Advanced Settings dialog allows you to set

the date and time of the storage array to be the same as the management host system.
Support for Volumes Larger than 2TB

When using a standard volume block size of 512 bytes, most 32-bit operating systems (such as Windows XP) can support a maximum volume size of 2TB. This version introduces an alternative volume block size of 4096 bytes that will support volumes up to 16TB. A new setting in the Volume Advanced Settings dialog allows you to specify a block size of 4096 bytes for specific volumes that require it. You can also use a new setting in the System Administration->Advanced Settings dialog to set a system-wide default block size of 4096 bytes, so that any new volumes that are created will use that new block size.
New Spare Drive and Rebuild Policies

Volume rebuilds will now look for a spare or available drive that is the same type drive and capacity as the drive that failed or was removed. If a matching drive cannot be found, the system will attempt to allocate any other similar type drive from the spare or available pool for the rebuild. If a similar drive type is not available, the system will use any spare or available drive, even if it is a different type. Finally, if there is no spare or available drive, the system will use any available capacity on any drive that is already in use. To reserve a drive as a spare, select the drive in the Physical Storage View, and click on the "Reserve as Spare" item. As always, reserving a drive as a spare will prevent it from being used when creating a new volume.
Support for SNMP Traps

In addition to generating an e-mail notification message for serious events, the system can now generate an SNMP (Simple Network Management Protocol) Trap that can be used with any third party network management application that supports SNMP version 2. The SNMP parameters (including SNMP Server IP address, SNMP Server Port Number and SNMP Community String) can be configured in the System Administration->Advanced Settings dialog. In addition, a new “Send Test Notifications” button has been added to the bottom of the Advanced Settings dialog to allow you to validate your e-mail and/or SNMP parameters.
Updated Linux Kernel

A newer version of the embedded Linux kernel has been implemented to improve the reliability and performance of the JFFS2 Flash file system in the controller.
Improved Diagnostic Capture Capabilities

The System Diagnostic Capture has been expanded to capture more detailed information about the system state, including all configuration and system logs, as well as the Serial Diagnostic Console messages. This new capability requires 256MB of NAND Flash memory on your controller. Most newer controllers are already equipped with 256MB of NAND Flash memory, but a few older controllers may only have 128MB of NAND Flash memory.

Problems Resolved:
The following additional issues have been fixed in this release:

• Recurring Fan Fault/Clear messages occur with some enclosure types

• Repeated link transitions (Link Down/Up) can result in a non-responsive data port

• System with SATA drives can bugcheck under heavy I/O load when the Java GUI is active

• Improved iSCSI session disconnect/reconnect handling

• No email notification on battery failure

• No indication on SMART data changes

• System restart occurred on iSCSI reinstate connection

• MC shows incorrect drive percentage used

• MC shows extents drive status "Blank" when reconfiguring volumes

• Changing the VLAN setting for a LAG does not show up on the Management Center

• No event log entries for a disk configured as “Spare”

============================================================
Firmware: 2.5.1.81

Hardware: A3
Date: April, 10, 2009 
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	The V1.6.x firmware release must be installed as the first step in upgrading to the V2.5.1 release.  If you have not done so previously, please upgrade to at least V1.6.x first followed by upgrading to V2.5.1.

Note: The upgrade from firmware V1.6.1 to V2.5.1 requires the installation of a new and improved system kernel.  It is recommended that you copy your system configuration (LAGs, LUNs, targets, etc.) down on paper manually and have it available when the upgrade is complete.  Please review your final configuration to make sure they match your previous settings.  Make changes if necessary.




Enhancements:
1. User friendly GUI for better management experience

2. Pop–up message notice when doing software upgrade with Windows Firewall enabled.

In previous releases, a software upgrade would fail without any explanation if the Windows Firewall was enabled on a Windows host system.  The system now checks the status of the Windows Firewall when you are upgrading the software, and displays a clear error message in a pop-up window if the Windows Firewall is enabled.  This change has no effect on non-Windows host systems.
3. 3. Down Drive function with message notice improvement
In previous releases, the “Down Drive” selection had no warning or confirmation messages.  In this release, the Storage View on the Management Console shows the drive health as "Down Drive in progress" while the Down Drive action is operating.  The drive status also changes to "Needs Attention".When the Down Drive operation completes, the drive health changes to “Normal” and the Pool Type changes to “Unavailable”.  At that time, the drive may be safely removed from the enclosure.. 

4. Duplicate volume names are no longer permitted

To reduce the possibility of confusion when selecting Target Nodes, the system will no longer allow you to create a new volume (or rename an existing volume) using a volume name that is already used for another existing volume. However, any existing volumes that already have duplicate names are still supported, so no changes are required.

Problems Resolved:
1. Icons in System Administration view had unclean edges.
2. Incorrect vendor name appeared in some “Enclosure” event log entries
3. No warning message appeared when attempting to specify an invalid VLAN group number of “1”. 

============================================================

Firmware: 1.6.1.23

Hardware: A3

Date: Aug., 11, 2008 
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Enhancements:
1. The default battery policy has been changed from “Ignore” to “Write-Through” to provide better protection against data loss when the system battery fails or is not fully charged. 

2. The system now fully supports the SCSI “Persistent Reservation” feature in Windows Vista or Windows Server 2008.

3. Improvements for Redhat, SUSE and other Linux versions are included in this release:

• Corrected various “Bug Check” errors that were caused by specific (TCP) network layer conditions

• Increased compatibility with latest stable release open-iscsi initiator v2.0-865.15

• Improved handling of higher network traffic loads

4. Improved version management of the Java Web-Start download .You no longer need to manually clear the Java Cache when launching a newly-installed version of the Management Console software.
5. Enhanced support for VMWare ESX Server:

The following improvements are included in this release:

• ESX Server does not take as long to negotiate connectivity with the software iSCSI initiator during boot

• No longer experiencing excessive “Reservation Conflict” warning messages in the Event Log

• Corrected various “Bug Check” errors that were caused by specific (TCP) network layer conditions

• Improved general VMware Datastore browsing on ESX 3.0.2 and 3.5

• Improved the rescanning for iSCSI Target Nodes

• Specified the maximum number of target nodes (32) that can be presented to a single physical host server. Previously this number was not specified, but is now significant to shared storage supporting multiple virtual servers per physical server
Problems Resolved:
1. In some rare instances, a board failed to boot-up with the above bug check message. This issue is resolved

with an improved run-time environment and updated driver code for the storage controller.
(The Kernel BUG at ichar_dev.c:1608 has been fixed in this release).

============================================================
Firmware: 1.5.1.36

Hardware: A3

Date: Dec., 10, 2007 

Problems Resolved:

• Resolved issue where regularly scheduled tasks sometimes failed to start

• Resolved various software failure conditions that cause an unexpected restart of the controller

Enhancements:

• Added VMware ESX software initiator support

• Out-of-Box Wizard now allows setting of the Time Zone
============================================================
Firmware: 1.4.0.27

Hardware: A2

Date: Mar. 15, 2007 
New features:

1. Multiple IP addresses on same subnet.
2. Each subnet will contain a default route.
3. Management console enhancements.
4. Read-Only support for each volume.
5. IP ping from management console.
6. SSL between xStack Storage and management console.
7. Startup menu on console/diagnostic port.
8. Console/diagnostic port features after system ready.
Enhancements:

1. Improved LAG balancing algorithm.
============================================================

Firmware: 1.3.0.24

Hardware: A1

Date: Feb. 15, 2007

New features:

1. S.M.A.R.T (Self-Monitoring, Analysis and Reporting Technology): For drives supporting hard disk status analyzer and failure prediction software to help monitor the health of the disk. 
2. Increased maximum number of connections for M/CS (Multiple Connection) to 8.
3. Down Drive: The Down Drive capability allows a drive to be removed from the DSN-3200/3400 system in an orderly fashion. This requires that all space used on the drive must be relocated onto different drives. The Down Drive command achieves this goal by performing a reconfigure task on every volume that uses space on the drive. When all space has been moved off the drive, the drive is moved to the Unusable Pool and can then be removed from the system.
4. iSNS: Internet Storage Naming Service (iSNS) 

Enhancements:

1. Performance: Increased streaming video performance.

============================================================
Firmware: 1.2.4.2
Hardware: A1

First release
